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SIMULATION OF THE EXCHANGE RATE USING ECONOMIC
AND MATHEMATICAL METHODS

The article is devoted to a comparative analysis of the use of adaptive methods and models, autoregressive models and
neural networks in forecasting the exchange rate of the main reserve currencies: the euro, the Swiss franc, the Japanese
yen and the British pound against the US dollar. In the course of the research, the works of Ukrainian and foreign scientists
on this topic were reviewed and it was determined that the most used methods and models in forecasting the exchange rate
based on time series are autoregression models (represented by ARIMA and SARIMA models), neural networks (represented
by MLP and ELM architectures) and exponential smoothing methods. In the process of building the models, time series
were examined for stationarity based on the Dickey-Fuller test and additive decomposition of the studied time series was
performed to determine their main components (trend, seasonality, random component). Construction of forecast models was
carried out, on the basis of which their comparative analysis took place. The main shortcomings and problems of using the
selected methods are demonstrated and the best predictive models are determined. It is determined that the main drawback
of all time series forecasting methods is their "adaptability” to the input data, and the desire to improve the estimation
characteristics of the models as a result can lead to the fact that the forecasts differ significantly from the actual values. It was
also determined that for forecasting the exchange rate of selected currency pairs, neural networks are best suited, which have
both high evaluation characteristics and correspondence of the forecast to real values, and the MLP network shows better
results compared to the ELM network. High evaluation characteristics are also demonstrated by adaptive models. However,
the linear nature of the forecast does not allow adaptive models to make an accurate forecast in the long term. Although
autoregressive models show worse estimation characteristics, they outperform neural networks in terms of matching real
values for individual currency pairs.

Key words: exchange rate, forecasting, Brown model, Holt model, Holt-Winters model, ARIMA, SARIMA, MLP, ELM,
time series decomposition.

Hogocesenskuii Onexcanap MuxkoJaiiosny,
KAHOUOAm eKOHOMIYHUX HAYK, O0YeHm Kagheopu eKOHOMIKO-MAmMeMamuiHo20 MOOET08ANHS Ma IHHOPMAYIIHUX MEXHON02il
Hayionanvnozo ynisepcumemy « Ocmpo3zvka akademis»
KOpkaiitene Cadina,
HAuanbHUK 6100INYy pinarncie ma 6yxearmepcvkozo ooniky Kiaiineocbkoeo 0epicasrozo yHisepcumeny npukiadoHux HayKk
Meabauk Ocran IBaHoBuUY,
mazicmpanm ekoHoMiuHo20 gakyrememy Hayionanohozo ynisepcumemy « Ocmpo3svka akademisy

MOJAEJIOBAHHSA BAJIIOTHOTI'O KYPCY
EKOHOMIKO-MATEMATUYHUMU METOJAMUA

Cmamms npuceésyena nopieHAIbLHOMY AHANIZY GUKOPUCTNIAHHA AO0ANIMUGHUX MEmooi6 ma Mooenel, asmopezpecitinux
Mooeneti ma HetpoHHUX Mepedic y NPOSHO3Y6ANHI KYPCY OCHOBHUX PE3EPEHUX GANIOM. €6PO, WEEUYAPCbKO20 (panKa, ANOH-
cbKol €Hu ma 6pumarncokoeo gyuma wjooo donapa CILA. Y npoyeci docniodicenns 6yio po3ensnymo npayi yKpaiHcbKux ma
IHO3eMHUX 8UEHUX 3 HABEOEHOT MeMAMUKY MA GUIHAYEHO, WO HAUDLIbW BUKOPUCTIOBYBAHUMU METNOOAMU Ul MOOENAMU Y NPO-
2HO3YBAHHI KYPCY 8ANIIOM HA OCHOGI Yacosux psadie € asmopezpecitini mooeni (npeocmasineni ARIMA ma SARIMA mooenamu),
HetiponHi mepedxci (npeocmaesnenni MLP ma ELM apximexmypamu) ma memoou eKCnoHeHYyitiHo2o 321a0x4Cy68ants. Y npo-
yeci nobyoosu mooeineil nposedeHo OOCIIONCEHHsL Yaco8uUX psiie Ha cmayioHapHicme Ha ochosi mecmy Jiki-Dyinepa ma
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301UCHEHO AOUMUBHY OEKOMNOZUYII0 OOCIIONCYBAHUX UACOBUX PAOIE OISl BUSHAUEHHS OCHOBHUX IX CKIAO08UX (MPEHO, Ce30H-
HICMb, 8UNAOKOBA CKIA008a). 30TliCHEeHO n0OYA08Y NPOSHO3HUX MOOeell, HA OCHOBL AKUX 8I0OYECS IX NOPIGHANbHULL AHAI3.
IIpooemoncmpogano ocHosHi HeOONIKU Ma nPoONeMU GUKOPUCIAHHA OOPAHUX MEMOJi6 Ma 8U3HAYEHO KPali NPOSHO3HI MO-
Oeni. Buznaueno, wjo ocHoHUM HEOONIKOM YCiX MEMOOi6 NPOSHO3YEAHHS HA OCHOBI YACOBUX PAOI6 € IX «NPUCIMOCOBYBAHICHIbY
00 6XIOHUX OAHUX, A NPACHEHHs NOKPAWUIMU OYIHOYHI XAPAKMEPUCTIUKI MOOeNell 8 Pe3YIbIami Modice npu3eecmiu 00 moeo,
WO NPOSHO3U 3HAYHUM YUHOM GIOPIZHAMUMYMbCA 810 Paxmuunux 3navens. Takodlc U3HAUEHO, WO 0151 NPOSHO3YEAHHS KYPCY
00pAHUX 6ATIOMHUX NAP HAUKpauje nioxo0sms HeUPOHHI MepedicCi, SKI Maomsy 5K 8UCOKI OYIHOUHI XapaKxmepucmuku, max i
8IONOBIOHICTNb NPOSHO3Y PEANbHUM 3HAYEHHAM, NpUYOMY Kpawyi pezyivmamu oemoncmpye MLP mepedca y nopisuanni 3 ELM
Mepedicero. Bucoki oyinouHi Xapakxmepucmuku makoic 0eMOHCmpyons adanmueri mooeni. [Ipome, niniliHux xapaxmep npo-
2HO3Y He 0a€ 3MOo2U A0ANMUBHUM MOOENAM 30TUCHUMU MOYHUL NPOSHO3 Y 00820CMPOKOGIL nepcnekmugti. Aemopeepeciini
Mooeni xoua i 0eMOHCMPYIomb 2ipuii OYIHOUHI XapaKmepucmuxkiy, npome 6 po3pizi 6i0N08IOHOCMI peaibHUM 3HAYEHHAM 60HU
3a OKpeMuMU 8aIIOMHUMU NAPAMU NEPEBEPULYIONMb HEUPOHHT MePeXCi.

Knwwuosi cnosa: kypc saniom, npocHozysanis, mooenv bpayna, mooens Xonoma, modenv Xonoma-Binmepca, ARIMA,
SARIMA, MLP, ELM, 0exomnosuyisi 4aco8o2o psoy.

Introduction. The exchange rate is one of the main macroeconomic indicators. There are no closed countries
in the world, they somehow interact with other countries and participate in international trade. For this purpose,
currencies of other countries are used. To carry out effective foreign economic activity for various business
entities, there is a need to take into account the behaviour of one or another currency. That is why the exchange
rate is interesting from the point of view of predicting its possible change. This especially applies to forecasting
changes in the exchange rate of the national currency, as the latter is an important aspect of planning the income
and expenditure part of the budget. Also, the monetary policy of the state is built on the basis of a possible change
in the exchange rate, on which the well-being of ordinary citizens of the country depends. Forecasting exchange
rates is also interesting for enterprises, especially for those that are engaged in export or import activities and are
forced to take into account currency risks in the cost of their own products.

Various methods and models are used to forecast the exchange rate. They are presented in the form of
autoregressive models, exponential smoothing methods, neural networks, etc. Moreover, all these methods are
actively developed and modified to solve this or that problem. Therefore, there is a need to carry out a comparative
analysis of the most used methods and models used to forecast the exchange rate.

Analysis of recent research and publications. Numerous works of Ukrainian and foreign researchers are
devoted to the issue of currency exchange rate forecasting. In particular, Amat K., Tomas M., Gilles S. [1] described
in their work the basics and possibilities of using machine learning methods for forecasting the exchange rate,
Al-Gounmein, R. S., Ismail, M. T. [2] demonstrated the peculiarities of forecasting exchange rate based on the
Box-Jenkins ARIMA model, R.Adhikari and R.Agrawal [3] paid attention to the forecasting of time series based
on artificial neural networks. Chen Y. and G. Zhang considered the issue of currency rate forecasting based on
genetic algorithms [4]. Beckmann, J., and R. Schiissler [5] in their work described the forecasting of the exchange
rate in conditions of uncertainty of parameters and models. Tatar M.S. and O.A. Sergiyenko investigated the issue
of forecasting the exchange rate in the system of managing the competitiveness of enterprises [6]. Despite the
thorough research conducted by various scientists, the comparative calculation of the exchange rate forecast by
various methods to determine the most acceptable remains an important task.

The purpose and tasks of the research. The purpose of the study is to carry out a comparative analysis of
the most used methods and models of forecasting the exchange rate based on time series of the main reserve
currencies: the euro, the Swiss franc, the Japanese yen, the British pound and the US dollar.

Presentation of basic material. When researching articles on the Kaggle platform (an analytics and
predictive modelling competition platform where statisticians and data miners compete to create the best models
for forecasting and describing data provided by companies or users) [7] for the query "forecast exchange rate" in
41% of articles used autoregressive models for forecasting the exchange rate, 10% of articles used exponential
smoothing methods, and 17% of articles used neural networks. Moreover, among the autoregressive models,
the most used are the ARAIMA and SARIMA models, which account for the majority of research. Among
neural networks, the ordinary multilayer perceptron MLP and the extreme learning machine ELM are particularly
popular. As for exponential smoothing methods, they are represented by a wide range of models: Holt model,
Winters model, Holt-Winters model, Theil-Wage model, Brown model, Harrison model, Trigg method, Trigg-
Leach method, Chow model, harmonic weight method, etc [8]. However, the most widely used among them are
Brown's method (as the easiest to implement method of this class of models), Holt's method (due to the possibility
of taking into account the trend component) and its modification — the Holt-Winters method, which is able to
take into account both trend and seasonal components. Therefore, it is on the basis of these methods and models
that the construction of predictive models and their comparative analysis will be carried out. To implement these
methods, the R programming language environment and the tools available in it were used. Data on the exchange
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rates of the euro, Swiss franc, Japanese yen and British pound against the US dollar were used to build models
and make forecasts. The period of data taken for research is 5 years from December 01, 2016 to November 01,
2022, the frequency of observations is monthly. Also, before starting the research, the samples were divided into
two. The first is a training one, based on which models will be built, the number of elements of this sample is
equal to length(data)-h(forecast period), that is, from the total number of observations, we chose a series without
the last h observations, in our case, the forecasting period is 6 months. Based on the remaining values, the quality
of the forecast will be checked, namely the assessment of the ability of the models to make predictions that
really correspond to the real phenomenon. This necessity is caused by the fact that most methods and models
of forecasting based on time series "fit" to the data, and therefore the estimated characteristics indicate only the
descriptive properties of the models, and not the ability to give accurate forecasts that correspond to real values.
The EUR/USD currency pair will be used to demonstrate the construction process. Thus, before starting the
construction of predictive models, the time series was checked for stationarity using the Dickey-Fuller test (Fig. 1)

Augmented Dickey-Fuller Test

data: output
Dickey-Fuller = -2.0968, Lag order = 4, p-value = 0.5359
alternative hypothesis: stationary

Fig. 1. Dickey-Fuller test for stationarity of the EUR/USD exchange rate

The obtained p-value of 0.5359 (>0.05) indicates that the structures present in the time series are time-
dependent, that is, the time series is non-stationary [9]. This is evidenced by the additive decomposition of the
time series of the exchange rate of the EUR/USD currency pair (Fig. 2).
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Fig. 2. Graph of the additive decomposition of the time series of the exchange rate
of the EUR/USD currency pair

Fig. 2 shows that the basis of the time series is a clearly defined trend component. We can also observe a clearly
expressed seasonal component, which is presented in the form of fluctuations with a periodicity of 12 months.
However, the seasonal component is insignificant, and its contribution is minimal. This behaviour of time series
is characteristic of all studied currency pairs. First, this is because all currency pairs are taken in relation to the
US dollar. Secondly, the reason for the uniformity of behaviour is that the selected currencies represent countries
(groups of countries) that have close economic relations (Switzerland, Great Britain, the European Union, Japan).
Also, these countries have the same business calendar, and therefore the presented seasonal component is almost
identical in all currency pairs. A clear increase is observed during the New Year holidays and during the summer
holidays. Checking the time series for the presence of various components was necessary for the further process
of modelling adaptive models (Holt and Holt-Winters, for which the presence of a trend and seasonal component
is an important fact) and autoregressive models, which work effectively only with stationary series. Therefore,
for our data, we will need to run the time series difference operator d. The same problem is inherent in selected
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architectures of neural networks, which need to be informed about the presence of various components in the time
series in the form of parameters.

To build models and forecast based on ARIMA and SARIMA methods, the forecast library of the R environment
was used. Adaptive methods were implemented using software code based on their mathematical description.
The nnfor software library [11] was chosen as a tool for building neural networks. The search for smoothing
parameters of adaptive methods and models was carried out by minimizing the root mean square error. However,
one should be careful here, since the studied methods seek to minimize it by maximizing the smoothing coefficient
of the time series and minimizing the smoothing coefficients of the trend and seasonal components. Therefore,
it is necessary to set additional restrictions for each individual time series. The search for the parameters of
autoregression models was carried out by selecting the order of models for which the index of autocorrelation
and partial autocorrelation between the residual levels of the series was within the specified limits. As for the
selection of parameters of neural networks, as in the case of adaptive methods and models, they were selected by
minimizing the root mean square error. However, as with adaptive models, care must be taken as the network can
have a high quality of description, which is achieved by increasing the number of hidden layer nodes. As a result,
this leads to a deformation of the forecast. Such a situation vividly demonstrates the effect of "overtraining" of
the network. Therefore, there is a need to check the received forecasts on real values. After preparing the data and
finding the appropriate parameters of the models, we will move on to the evaluation of the construction results.
Graphic visualization of the built Brown model is presented in Fig. 3.

~ A A
N\ N VN,
/ AL e

» \a
: ﬁaﬁ:.-uquiaua‘_!eunﬂ \ l

B fIpozrHo3s “

2017 2018 2019 2020 2021 2022 2023

100 105 110 115 120 125

Time

Fig. 3. Results of building the Brown model based on the EUR/USD exchange rate

As we can see on the graph, the model describes the investigated time series quite well. However, it reacts
somewhat poorly to sharp price fluctuations present in the time series. As for the forecast, the longer the forecasting
period, the greater the deviation of the forecasted values from the real ones. In addition, the model is not able to
take into account the change in the trend, which is the main drawback of this class of models. The forecast has a
linear character, and therefore becomes ineffective when structural shifts in the phenomenon appear. In general,
in the short term (up to 3 months), the model gives a good forecast of this phenomenon, further increasing the
forecast period is ineffective.

The results of calculations based on the Holt model with smoothing coefficients of the series levels of 0.71 and
the trend of 0.42 are presented in Fig. 4.
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Fig. 4. Results of calculations according to the Holt model based on the EUR/USD exchange rate
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The obtained results show that the Holt model describes the phenomenon better than the Brown model,
because it can take into account the trend component. However, like in Brown's model, the forecast is linear. As
for the forecasting period, the model is effective only for a short period of time and loses its effectiveness when
the trend changes. We can also observe that the model reacted sharply to the last fluctuation, which led to the
fact that the forecast was overestimated compared to the actual values. This is one of the main disadvantages of
adaptive methods and models, which are given the most attention to the last observation and make it based on
further forecast. If there is a fluctuation in the last observed, then this will lead to a bias in the forecasts. Similar
behaviour is demonstrated by the Holt-Winters model with smoothing parameters a=0.61, b=0.59, s=0.15, where
a, b, s are the smoothing parameters of the levels of the series, trend, and seasonal component in accordance. The
seasonality period is 12 months. The construction results are presented in Fig. 5.
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Fig. 5. Results of building the Holt-Winters model based on the EUR/USD exchange rate

The Holt-Winters model (Fig.5) quite accurately describes the phenomenon. However, unlike the Holt model,
the influence of the last observation is not so critical, but, like other adaptive methods and models, the Holt-Winters
model is not able to predict the possible fast variable of the phenomenon, which leads to an overestimation of the
predicted values compared to the actual ones.

Autoregressive models can only work with stationary series. If the time series are non-stationary, then the
non-stationary time series is reduced to a stationary one using the difference parameter. The "forecast" library
function was used to build an autoregressive ARIMA model, which builds a model with parameters that satisfy
optimality conditions. This is usually the model with the lowest AIC. Each individual model is tested in turn until
the information criterion decreases. If the information criterion increases in the next step, the function stops the
search. The model characteristics are shown in Fig. 6.

eri1es.: ara
ARIMA(1,0,0) with non-zero mean

Coefficients:

arl
0.9195
0.0504

mean
1.1248
0.0297

sigman2 = 0.0004523:
AIC=-315.15

log 1ikelihood = 160.57
AICC=-314.76 BIC=-308. 58

Fig. 6. Parameters of the EUR/USD time series ARIMA(1,0,0) model built
using the "auto.arima" function

As we can see, the function built a normal autoregressive model of the form AR(1). Although the AIS parameter
is quite low, one should check for autocorrelation and partial autocorrelation between the residuals of the series.
To do this, you should use the "tsdisplay" function, which will make it possible to estimate both the magnitude of
the error of the built model and the presence of a relationship between the residual levels of the series.

As we can see on the graph on the 11th-12th log, the partial autocorrelation function exceeds the allowed
limits. This indicates that the parameters (orders of the autoregressive function and the moving average) of the
model should be searched in the range from 1 to 12. This can be achieved by sorting or using an optimization
function. Lags should be added to the model until the autocorrelation between residuals disappears. Also, do not
forget that the EUR/USD series is non-stationary, so you need to add a time series difference operator. To build a
new ARIMA model you should use the "arima" function.
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Graphs of the residuals of the ARIMA(1,0,0) model of the EUR/USD currency pair and the presence

of autocorrelation or partial autocorrelation between them

It needs to input a time series and a vector of parameters (orders of autoregression and moving average, as

well as

the order of the difference in the levels of the series). It was determined that the best way to describe the

behaviour of the EUR/USD time series is the ARIMA(2,2,2) model (Fig. 8).

Fig.

call:
arima(x = tdata, order

coefficients:
arl ar2 mal maz2
O.7859 -0.3226 -1.7772 1.0000
S.e. 0.1203 0.126 0. 0932 0. 1031

sigmas?2 estimated as 0. 0004105: Tog likelihood = 155.49, aic = —-200.98

Fig. 8. Parameters of the EUR/USD time series ARIMA(2,2,2) model

8 shows the obtained parameters of the model, which are used further to construct forecast values. AIC

rose slightly, but only marginally. As for autocorrelation and partial autocorrelation, Fig. 9 we can see that it is
within acceptable limits.
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Fig. 9.
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Graphs of the residuals of the ARIMA(2,2,2) model of the EUR/USD currency pair and the presence
of autocorrelation or partial autocorrelation between them
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The results of the built model, presented in fig. 10, quite accurately describe the incoming time series of the
EUR/USD exchange rate. We can also observe that the predicted values fully correspond to the actual values. The
high accuracy of forecasts of ARIMA and SARIMA models leads to their use for forecasting various phenomena
based on time series (on the Kaggle platform, 15% of all articles on the "forecast" request are devoted to these
models).
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Fig. 10. Results of building the ARIMA(2,2,2) time series model of the EUR/USD currency pair

At the stage of testing the data for stationarity using the additive decomposition of the time series, a slight
seasonal component was detected in the time series of the EUR/USD currency pair. This necessitates the
construction of the SARIMA model. In fig. 10 we can see the simulation results. The SARIMA(0,1,2)X(0,1,1)
model was the best variant of the model taking into account seasonality.

call:
arima(x = tdata, order = c(0, 1, 2), seasonal = c(0, 1, 1))

coefficients:
mal maz smal
-0.3144 -0.2189 -0.6545
5.8, 0.4385 0.1739 0.4269

sigmar? estimated as 0.0004675: Tlog likelihood = 153.79, aic = -299.59

Fig. 10. Parameters of the EUR/USD time series SARIMA(0,1,2)X(0,1,1) model

The AIS value is slightly higher than the ARIMA model. Autocorrelations of residuals are within normal
limits (Fig. 11).

The SARIMA model (Fig. 12) describes the time series of the EUR/USD currency pair in a similar way to the
ARIMA model, but we can observe a slightly delayed reaction to a change in trend or fluctuations at the points
of local extremes. However, unlike the ARIMA model, the SARIMA model provided a much worse forecast
compared to the actual values.
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SARIMA(0,1,2)X(0,1,1) Model Residuals

0.04
|

0.00
1

-0.04

ACF
00
00

PACF

0.2
0.2

Fig. 11. Graphs of the residuals of the SARIMA(0,1,2)X(0,1,1) model of the EUR/USD currency pair
and the presence of autocorrelation or partial autocorrelation between them
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Fig. 12. Results of constructing the SARIMA(0,1,2)X(0,1,1) time series model
of the EUR/USD currency pair

Neural networks are a modern tool for the study of various phenomena. MLP, ELM architecture of neural
networks is chosen as one of the most popular for currency rate forecasting. Both are implemented in the "nnfor"
library of the R programming language. This library allows you to set various parameters of networks, which
greatly facilitates their construction. First, an MLP network was built with parameters: number of lags 1:12, time
series level difference parameter from 1 to 6, maximum number of hidden layer nodes 10. As a result, an MLP
neural network was built with 3 input nodes, 4 hidden layer nodes and one node source layer. This is a fairly
simple neural network architecture. However, she quite accurately described the input time series (Fig. 13).
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Fig. 13. Results of MLP construction of the EUR/USD exchange rate prediction network

The neural network fully adapted to the data, resulting in a partial distortion of the forecast. The network
sought to account for as many fluctuations as possible and took the last fluctuation into account in the forecast. In
general, the model provided a fairly accurate forecast, especially for the first two periods.

To build the ELM network, the following parameters were set: the number of lags will be determined
automatically, the time series level difference parameter from 1 to 3, the number of nodes of the hidden time
series is 25. The graphic display of the constructed network is presented in Fig. 14.

(5) (25) Output

Fig. 14. Graph of the ELM neural network for forecasting the currency exchange rate
of the EUR/USD currency pair

Compared to the MLP network, the ELM network has a much larger number of hidden layer nodes, while the
speed of construction in the ELM network is much higher. By increasing the number of nodes of the hidden layer,
it is possible to significantly increase the accuracy of the description of the input time series. However, this will
only lead to the fact that the neural network will try to take into account the maximum number of fluctuations in
the forecast, which will lead to its significant deformation.
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Fig. 15. The results of the construction of the ELM network for forecasting the exchange rate
of the EUR/USD currency pair

On Fig. 15 we can observe that the ELM network describes the phenomenon much worse than the MLP
network. The same situation applies to the implemented forecast, which was deformed due to a significant number
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of fluctuations. So, we can say that the ELM neural network is quite sensitive to the fluctuations present in the time
series and tries to transfer them to the forecast.

In addition to forecasting models for the euro/dollar currency pair, models were also built for forecasting the
exchange rate of the Swiss franc, Japanese yen, and British pound against the US dollar. They demonstrated a
similar situation. The only difference was that different model parameters were specified.

The comparative analysis of the built models was carried out on the basis of the coefficient of determination,
the average absolute error of the forecast and the average absolute error. Among the adaptive methods and models,
the best results for all currency pairs were demonstrated by the Holt model (table 1).

Table 1
Assessment characteristics of the accuracy of adaptive models
Model Characteristics/Currency pair R"2 MAPE MAE
EUR/USD 0,96 0,66 0,007
Brown CHF/USD 0,93 0,73 0,008
JPY/USD 0,94 0,71 0,006
GBP/USD 0,94 0,74 0,009
EUR/USD 0,99 0,12 0,0014
Holt CHF/USD 0,99 0,024 0,003
JPY/USD 0,99 0,0019 0,00017
GBP/USD 0,99 0,01 0,00015
EUR/USD 0,95 0,72 0,008
Holt-Winters CHF/USD 0,97 0,51 0,0054
JPY/USD 0,95 0,67 0,006
GBP/USD 0,97 0,55 0,007

The reason for this is that the basis of the time series is the trend component. This is effective for forecasting
based on short time series for a period of no more than 1-2 periods, as demonstrated by adaptive models using the
example of the EUR/USD currency pair. Further increases in the forecast period are ineffective.

For autoregressive models the best results were demonstrated by the SARIMA model for most currency pairs,
except for the CHF/USD currency pair (Table 2). This indicates the presence of a seasonal component that has a
corresponding influence on the phenomenon.

Table 2
Estimated accuracy characteristics of autoregressive models
Model Characteristics/Currency pair R”2 MAPE MAE
EUR/USD 0,92 1 0,014
CHF/USD 0,93 0,75 0,007
ARIMA JPY/USD 0,92 0,63 0,005
GBP/USD 0,94 0,71 0,009
EUR/USD 0,96 0,64 0,007
CHF/USD 0,92 0,87 0,009
SARIMA JPY/USD 0,96 0,51 0,004
GBP/USD 0,96 0,91 0,01

In general, the estimated characteristics of the models are close to each other. Also, the autoregressive models
demonstrate a high correspondence of the predicted values with the actual values from the test sample.

Among neural networks, the undisputed leader is the MLP network (Table 3). But it is quite difficult to
implement it on a large sample, as it requires significant computing resources. The ELM network builds networks
quite quickly.

There are situations when the speed of obtaining a forecast is more determining factor than its accuracy.
Therefore, the choice of network depends on the needs of the researcher. Both networks demonstrate a high
correspondence between the predicted values and the actual ones from the test sample for most currency pairs.
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Table 3
Evaluation characteristics of the accuracy of neural networks
Model Characteristics/Currency pair R”2 MAPE MAE
EUR/USD 0,99 0,01 0,001
MLP CHF/USD 0,99 0,1 0,001
JPY/USD 0,99 0,019 0,002
GBP/USD 0,98 0,52 0,007
EUR/USD 0,94 1,04 0,012
ELM CHF/USD 0,95 0,73 0,007
JPY/USD 0,94 0,75 0,007
GBP/USD 0,97 0,76 0,009
Table 4
Comparative analysis and assessment of the accuracy of the Holt model, MLP network, ARIMA
and SARIMA models
Model Characteristics/Currency pair R"2 MAPE MAE
EUR/USD 0,99 0,12 0,001
Xonsra CHF/USD 0,99 0,024 0,003
JPY/USD 0,99 0,0019 0,0001
GBP/USD 0,99 0,01 0,00015
EUR/USD 0,99 0,01 0,001
MLP CHF/USD 0,99 0,1 0,001
JPY/USD 0,99 0,019 0,002
GBP/USD 0,98 0,52 0,007
JPY/USD 0,96 0,51 0,004
SARIMA GBP/USD 0,96 0,91 0,01
EUR/USD 0,96 0,64 0,007
ARIMA CHF/USD 0,93 0,75 0,007

Table 4 shows that the Holt model and the MLP network have the best results for assessing the accuracy of
forecast models. The Holt model better describes the behaviour of the Japanese yen and British pound currency
pairs against the US dollar. At the same time, the MLP network carries out a better description of the currency
pairs of the euro and the Swiss franc against the US dollar. In comparison with them, autoregressive models show
slightly worse evaluation characteristics of model accuracy.

As we could see on the example of modelling and forecasting the behaviour of the currency pair EUT/USD,
the ARIMA model was the best able to predict the behaviour of the phenomenon in the future. A similar situation
is inherent in other currency pairs, where autoregressive models and neural networks demonstrate the best
correspondence between forecast values and actual ones from the test sample. Based on this, we can conclude that
the evaluation characteristics of the accuracy of forecasts when building models based on time series are measures
of the accuracy of the description of the model of the input time series ("adaptability to the data"). Therefore,
when forecasting on the basis of time series not always should rely exclusively on the estimated characteristics of
the accuracy of the model. The forecasts should be check for compliance with their real values.

Conclusions. Adaptive networks, autoregressive models and neural networks demonstrate high evaluation
characteristics of the accuracy of predictive models. According to the results of the research, the input time
series of MLP are best described by the neural network and the Holt model. However, the correspondence of the
predicted values with the actual ones shows that autoregressive models, namely the ARIMA model and neural
networks, show better results. Therefore, in the process of building and implementing a forecast based on the
above-mentioned models, one should not rely exclusively on the evaluation characteristics of the accuracy of the
model. It was also established that although different currency pairs show similar behaviour over time, different
models show better results for individual currency pairs. Modelling shows that each currency pair should be
considered as a separate phenomenon and methods of assessment and forecasting should be selected separately
for each currency pair.

114 Haykoei 3anucku Hayionanvrnozo ynisepcumeny « Ocmpo3svka axademisy, cepis « Exonomixay, Ne 27(55), epyoens, 2022 p.



© O. M. Novoseletskyy, S. Jurkaitiené, O. 1. Melnyk ISSN 2311-5149
MATEMATHUYHE MOJIEJIIOBAHH S TA THOOPMAIIMHI TEXHOJIOI'TT B EKOHOMILII

References:

1. Amat, C., Tomasz, M., & Gilles, S. (2018). Fundamentals and exchange rate forecast ability with machine learning
methods. Journal of International Money Finance, vol. 88, pp. 1-24.

2. Al-Gounmein, R. S., & Ismail, M. T. (2020). Forecasting the exchange rate of the Jordanian Dinar versus the
US dollar using a Box-Jenkins seasonal ARIMA Model. International Journal of Mathematics and Computer Science,
vol. 15(1), pp. 27-40.

3. Adhikari, R., and R. K. Agrawal. (2014). A Combination of Artificial Neural Network and Random Walk Models
for Financial Time Series Forecasting. Neural Computing & Applications, vol. 24 (6), pp. 1441-9.

4. Chen, Y., and G. Zhang. (2013). Exchange Rates Determination Based on Genetic Algorithms Using Mendel’s
Principles: Investigation and Estimation under Uncertainty. Information Fusion, vol. 14 (3), pp. 327-33.

5. Beckmann, J., and R. Schiissler. (2016). Forecasting Exchange Rates under Parameter and Model Uncertainty.
Journal of International Money and Finance, vol. 60 (February), pp. 267—88.

6. Sergienko O., Tatar M. (2013) Exchange rate forecasting models in the enterprise competitiveness management
system. Problems of the Economy.Vol.. 2. pp. 268-278.

7. Kaggle. Kaggle: Your Machine Learning and Data Science Community. URL: https://www.kaggle.com/ (date of
access: 08.11.2022).

8. Melnyk O., Novoseletskyy O. (2022). Economic and mathematical tools for predicting the currency exchange
rate. Scientific opinion: Economics and Management. URL: https://doi.org/10.32836/2521-666x/2022-78-24 (date of
access: 05.11.2022).

9. Augmented dickey-fuller test in R | r-bloggers. R-bloggers. URL: https://www.r-bloggers.com/2022/06/
augmented-dickey-fuller-test-in-1/ (date of access: 26.11.2022).

10. Forecast package — RDocumentation. Home — RDocumentation. URL: https://www.rdocumentation.org/
packages/forecast/versions/8.14 (date of access: 07.11.2022).

11. Kourentzes N. Tutorial for the nnfor R package. Main Redirection to ssl. URL: https://kourentzes.com/
forecasting/2019/01/16/tutorial-for-the-nnfor-r-package/ (date of access: 03.12.2022).

Hayrkosei 3anucku Hayionanwroeo ynisepcumenty « Ocmposvbra akademisy, cepis « Exonomixay, Ne 27(55), epyoens, 2022 p. 115



